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A B S T R A C T

Previous studies show that time series data about the frequency of hits for tourism-related search terms from
Google (Google Trends data) is a valuable predictor for short-term tourism demand forecasting in many different
tourism regions worldwide. The paper contributes to this literature in three ways. First, it shows that Google
Trends data is useful for short-term predictions of monthly tourist arrivals in several German holiday regions.
Second, the paper also demonstrates that the Google Trends time series we employ share certain patterns with
Google Trends time series used in previous studies, including several studies totally unrelated to the tourism
industry. We refer to these artefacts as “spurious patterns” and perform a detailed analysis of their negative
impact on forecasting. Last, the paper proposes a method to sanitize Google Trends data and reduce the adverse
impact of spurious patterns, thereby paving the way to develop statistically sound tourism demand forecasts.

1. Introduction

Along with the unprecedented growth of the global tourism industry
in the last decades, tourism demand forecasting became an important
research topic, reflected in the increasing number of articles published
as Song and Li (2008) point out. Song and Li (2008) further note that
the most commonly used measure of tourism demand is the number of
arrivals at tourist accommodations, which is therefore used in this
paper. Gunter and Önder (2015) state that the big importance of
tourism demand forecasting comes from the perishable nature of
tourism-related offerings: unsold hotel rooms or tourism services are
lost revenue.

Tourism managers in business companies (Hotels and Travel
Agencies), tourism associations and local authority organisations are
confronted with the task of adapting the capacities necessary for their
services to changing and in some cases fluctuating demand. Long-term
decisions should be based on trend forecasts that take into account
typical determinants of consumer decisions (demography, attitudes,
income trends, etc.). In the short term, however, it is also possible and
necessary to adapt some of the capacities (e.g. seasonal labour) flexibly
to demand. In addition, demand can also be influenced in the short term
by marketing measures, for example pricing policy (special offers). In
order to be able to support such decisions, however, reliable forecasts
about the bookings to be expected in the coming weeks and months are
required. In this field, reliable predictions can improve tourism

manager's decision making processes.
In their research review, Song and Li (2008) note that tourism de-

mand forecasts are typically made by using either time series methods
(forecasts based on the historical tourism demand data) or causal
methods (multivariate forecasts using historical tourism demand data
as well as certain economic variables). The authors conclude that
tourism demand forecasting remains an open research field since there
is no method which is generally considered most accurate.

In this paper, forecasts are made for monthly tourist arrivals (na-
tional as well as international) for several German tourism regions.
Time series data about the frequency of hits for tourism-related search
terms from Googles’ service “Google Trends” is used as a predictor. In
the following the abbreviation GT refers to Google Trends. Previous
research shows that GT data can be used to forecast many economic
variables like unemployment (Askitas & Zimmermann, 2009) and ex-
change rates (Bulut, 2018). Especially in tourism research, there has
been a significant focus on GT data based predictions in the last years
(Bangwayo-Skeete & Skeete, 2015; Park, Lee, & Song, 2017; Önder,
2017). However, little attention has been paid to a certain difficulty in
the use of GT data for forecasting. There are a number of factors that
might influence search behavior, which are unrelated to the target
variable of the respective forecasting settings. The examples of section
2.2 demonstrate that GT time series share characteristic patterns even if
the corresponding search queries are not thematically related. Lacking a
topical relationship, it is implausible that search volume data would
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display such behavior. We refer to corresponding artefacts in GT time
series as “spurious patterns” and hypothesize that they originate from a
common factor that influences GT data. The existence of such a
common factor – a determinant of GT data that is unrelated to the
search query – would bias forecasts based on GT data and thus have far-
reaching implications for forecasting based on this data in tourism
management and beyond. The paper contributes to the literature
through clarifying the origin of these spurious patterns, demonstrating
how such artefacts impede forecast accuracy, and developing an ap-
proach to sanitize GT data. Another contribution comes from our em-
pirical analysis that provides original insights on how GT data improves
the accuracy of short-term predictions of monthly tourist arrivals in
several holiday regions in Germany, and confirms the proposed data
modification strategy to raise the predictive value of GT data.

2. Related work

2.1. Search engine data based tourism demand forecasting

There is a large number of studies about search engine data based
tourism demand prediction. While GT data is used for tourism demand
forecasting in most countries, studies on tourism demand forecasting in
China are mainly based on data from the Baidu search engine. Due to
the similarity of both data sources, statements about the prediction
using one data source can usually be transferred to predictions using the
other. For this reason, this section refers to “search engine data” in
general, instead of distinguishing between GT data and Baidu data
unless statements are made specifically for GT data only.

Yang, Pan, Evans, and Lv (2015b) suggest an algorithm to collect
search terms related to a tourism region. Because there are often mul-
tiple possible search terms for one region, Li, Pan, Law, and Huang
(2017) present a method for dimension reduction of the search engine
data. Furthermore Zeynalov (2017) and Bangwayo-Skeete and Skeete
(2015) evaluate the applicability of mixed data sampling in case search
engine data and tourism demand data are given at different frequencies.

Nearly all studies use dynamic linear models (DLM's) or vector auto-
regressive models to make search engine data based predictions for
tourism demand. The only exception is de Kort et al. (2017) who use
machine learning methods. The value of search engine data for fore-
casting is mostly measured in comparison with the results of ARIMA or
seasonal ARIMA (SARIMA) benchmark models.

Most of the search engine data based tourism demand forecasting
studies make predictions for international tourism where they specify a
target region and restrict their analysis to specific source regions. For
example Park et al. (2017) consider tourist inflow from Japan to South
Korea. In such a setting, search engine data from the source region is
likely to represent the travel planning process, and lags of search engine
data are likely to be correlated with the according tourism demand
data. If someone in Japan, types “Seoul sights” he or she is likely to plan
a trip to South Korea. Other examples of such international forecasting
settings include Artola and Martínez-Galán (2012) who forecast num-
bers of British tourists in Spain, Gawlik, Kabaria, and Kaur (2011) who
predict the amount of western tourists in Hong Kong and García
Rodríguez (2017) who forecasts tourism demand for Mallorca coming
from Germany and Britain. In contrast, this paper is concerned with
tourism demand forecasting in Germany where there is an extra-
ordinary big share of domestic tourism - in 2017 79% of the tourists in
Germany were German citizens according to Destatis (2017). Therefore,
predictions are not made for individual source regions but for domestic
and international tourists summed up. This implies that the target re-
gion is part of the region from which the GT data is collected. As a
consequence, travel related queries could be made from people plan-
ning to travel to a German tourism region or from people that have
already arrived. Someone in Germany who types “Berlin Sights” could
either live in a different part of Germany and plan to visit Berlin or
could already stay in Berlin and search for activities.

This leads to a nowcasting setting, where contemporaneous and past
GT data is combined with past tourism demand data to make predic-
tions about the present. GT based nowcasting for tourism demand was
already done by Choi and Varian (2012). In their study, the authors
make predictions for month t based on past tourism demand data as
well as GT data until the second week of month t. In contrast, in this
paper aggregated GT data of the whole month t as well as past tourism
demand data is used to make predictions for month t. According to
Destatis (2018) the data of the German Federal Office of Statistics ap-
pears with a time lag of 6–8 weeks. Hence, the method yields estimates
2–4 weeks before the official numbers arrive.

To give an example how such estimates could be beneficial for de-
cision making, consider the case of a hotel owner in one of the German
tourism regions. If this owner has a bad booking situation in month t he
would need to wait 6–8 weeks for the official numbers to assess whether
there is currently an overall low tourism demand in the region or
whether only his hotel is affected. With the use of tourist arrival esti-
mates 2–4 weeks before the official numbers, this hotel owner can
better adapt to the situation (e.g. change pricing).

The main focus of this paper is on the impact of the spurious pat-
terns on the relationship between GT data and the target variable. It
will be argued that these patterns are due to a certain “disturbance” of
this relationship. For this research it is not important whether the target
variable is related to lagged GT data (forecasting) or contemporaneous
GT data (nowcasting). Therefore the term forecasting will be used in
both cases unless a distinction is important for the understanding.

With regard to the prediction setting, this paper distinguishes itself
from prior literature by the high number of tourism time series used as
well as by forecasting domestic and international tourism demand
combined. In previous literature, only Yang et al. (2015b) and Li et al.
(2017) forecast domestic tourism. But since domestic tourism in China
could require flights of several hours to get to the destination, the
consideration of domestic tourism in Germany is fundamentally dif-
ferent from both studies.

However, the key difference to any other GT based forecasting study
is the analysis of the aforementioned spurious patterns of GT data and
their impact on forecasts.

2.2. Spurious patterns in GT data

For each search term s, GT provides search index data in time series
format. The size of the index indicates how many search queries were
made for the terms s for each point in time. Regardless of which terms
the GT data is collected for, it is striking that most time series show
downward trends in the first years after 2004 and breaks in 2011 and
2016. We refer to these artefacts as spurious patterns. Some examples of
visible spurious patterns in previous GT studies are given below.

Wu and Brynjolfsson (2015) among other sources, use GT data for
the category “real estate” in the USA (Fig. 1). They assume that the
initial downward trend and the following rise of the GT data are related
to the peak of the real estate bubble in 2005 and the following recession
until the recuperating of housing sales after 2011. Section 4.1.2 of this
paper provides an alternative explanation.

Mccallum and Bury (2013) argue that the decline in the GT index
for several environment-related terms indicates an eroding public in-
terest in the environment. However, Ficetola (2013) responds that the
declining index for these search terms is not necessarily a sign of de-
creasing interest and shows that there is a similar downward trend for
several different unrelated search terms. Fig. 2 shows the GT index for
one of the search terms used in both studies.

Önder (2017) uses GT data for the terms “Vienna” and “Barcelona”
as well as for “Austria” and “Belgium” to predict tourism numbers in
these regions. In the GT data for “Austria” in Fig. 3 there is an apparent
downward trend in the first years which is not reflected in the tourism
demand data in this study.

Vosen and Schmidt (2011) use several GT categories to forecast
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private consumption in the USA. Figs. 4 and 5 show the GT index for
two of these categories. In both graphs there are apparent breaks in
2011 and 2016. For the category “Automotive” a downward trend in
the first years is discernible. For “Food and Drink” there is also a con-
tinuous downward trend in the first years which is only interrupted by

the sudden shifts in 2011 and 2016.
There is no literature aiming at a detailed analysis of the spurious

patterns in GT data. However, the possibility that long-term trends of
GT time series for specific search terms could be due to a change in the
search volume of the entirety of all search terms is already discussed by
Stephens-Davidowitz and Varian (2014). This is possible since the GT
data is an index representing the share of the search volume for a
specific term compared to the total search volume of all search terms
combined (see section 4.1).

After the apparent failure of the famous Google Flu Trends (a GT
based influenza forecasting model), literature analyzing reasons for that
failure appeared. Lazer, Kennedy, King, and Vespignani (2014) argue
that spurious regression and a change in search behavior are among
those reasons. Santillana, Zhang, Althouse, and Ayers (2014) and Yang,
Santillana, and Kou (2015a) present continuously updating models for
influenza forecasting in order to overcome the problem of the changing
relationship between GT data and the target variable.

In this paper, a method to modify GT data in order to reduce the
(negative) impacts of the spurious patterns on forecasting is suggested.
Each individual time series is divided by the average trend of GT time
series for multiple queries from the same region. This is done to reduce
the influence of the total search volume in the index described above.
This method is related to the idea to analyze the trend of query data not
individually but in comparison with several independent queries as
suggested by Ficetola (2013). It is also related to the discussion by

Fig. 1. GT index for the category “real estate” in the USA. The red lines re-
present the time span for which data was used by Wu and Brynjolfsson (2015).
The dashed lines mark January 2011 and January 2016 when the data re-
cording of GT changed. Note that Wu and Brynjolfsson (2015) used quarterly
aggregates of this data. (For interpretation of the references to colour in this
figure legend, the reader is referred to the Web version of this article.)

Fig. 2. GT index for the search term “environment” worldwide. The red lines
represent the time span for which data was used by Ficetola (2013). (For in-
terpretation of the references to colour in this figure legend, the reader is re-
ferred to the Web version of this article.)

Fig. 3. GT index for the search term “Austria” in the UK. The red lines represent
the time span for which data was used by Önder (2017). The dashed lines mark
January 2011 and January 2016 when the data recording of GT changed. (For
interpretation of the references to colour in this figure legend, the reader is
referred to the Web version of this article.)

Fig. 4. GT index for the category “Food and Drink” in the USA. The red lines
represent the time span for which data was used by Vosen and Schmidt (2011).
The dashed lines mark January 2011 and January 2016 when the data re-
cording of GT changed. (For interpretation of the references to colour in this
figure legend, the reader is referred to the Web version of this article.)

Fig. 5. GT index for the category “Automotive” in the USA. The red lines re-
present the time span for which data was used by Vosen and Schmidt (2011).
The dashed lines mark January 2011 and January 2016 when the data re-
cording of GT changed. (For interpretation of the references to colour in this
figure legend, the reader is referred to the Web version of this article.)

B. Bokelmann and S. Lessmann Tourism Management 75 (2019) 1–12

3



Siliverstovs and Wochner (2018), that division of GT time series from
the same region cancels out the denominator in the GT index re-
presentation and thus potentially unwanted factors on the forecasts.

3. Objectives of this study

The objectives of this paper are twofold: On the one hand, the aim is
to evaluate whether GT data is a useful predictor for tourism within
Germany. In this context, it shall be found out whether the spurious
patterns have a (negative) impact on forecasting accuracy and whether
it is possible to reduce this impact to generate more accurate forecasts.

On the other hand, a detailed analysis of the spurious patterns in GT
data is made with the goal of a better understanding of their origins.
This is potentially more far-reaching than the first objective since these
spurious patterns seem to be an issue of GT data regardless of the actual
application.

With regard to the aforementioned objectives, this paper answers
two research questions:

(1) Does the use of GT data lead to improved forecasts compared to
predictions made solely on historical tourist data?

(2) Do the spurious patterns have a negative impact on GT based
forecasts and does GT data modification help to reduce this impact?

Finally, the paper aims to quantify the effect of factors causing the
spurious patterns in the GT data. Therefore, in Appendix A an idea for a
quantitative measure is given and the effects of data modification are
evaluated.

4. Data

4.1. GT data

The goal was to enable GT data based forecasts for as many German
tourism regions as possible. Therefore, a large number of search terms
needed to be collected. Research about peoples use of search engines for
holiday planning reveals that location-specific queries are most im-
portant (Xiang, Wang, O’Leary, & Fesenmaier, 2015) and that many
tourism-related search terms are combinations of a location name and
an expression of the specific travelers needs (e.g. “Berlin Hotel”) (Xiang
& Pan, 2011).

To find search terms related to the planning of a holiday in
Germany, the names of the top listed tourist destinations from two web
pages ((GNTB, 2018) and (Tripadvisor, 2018)) were collected. In ad-
dition, the names of German rivers, lakes and mountains that were
recommended by Google when entering the search terms “Deutschland
Flüsse” (Germany rivers), “Deutschland Seen” (Germany lakes),
“Deutschland Berge” (Germany mountains) were added. Finally, the
names of all tourism regions specified by the German Federal Statistics
Office complete the list of potential search terms. This made a total
number of 269 search terms.

For some of the sights and locations chosen as search terms, there
are words in other languages. But since most of the tourists in Germany
have German mother tongue, it was chosen to collect the search terms
in German.

For each search term, GT data between January 2008 and August
2017 was collected. GT data was taken from within Germany as well as
from the whole world. This made two different data sets. For this paper,
it is instructive to compare both data sets because they show different
spurious patterns (see Figs. 6 and 7).

Choi and Varian (2012) state that because of Google Trend's “broad
matching”, the resulting GT index for a search term measures the
number of hits for that search term alone as well as in combination with
other terms. E.g. entering “Berlin” leads to an index for “Berlin”, “Berlin
Hotel”, “Berlin Airport”, “Berlin History” and so on. For more dignified
results, GT offers the option to search within categories. According to

Choi and Varian (2012) GT then calculates a probability for each search
term to be related to the specified category and counts the hits ac-
cording to that probability. E.g. “Berlin Hotel” and “Berlin Airport” are
with high probability related to traveling, while “Berlin History” could
also be searched for reasons unrelated to traveling. Therefore, only
parts of the hits for “Berlin History” would be counted by the index. For
the GT data that is used for this paper, the category “travel” was chosen.
The data was downloaded using the gtrends function provided by
Massicotte and Eddelbuettel (2017).

4.1.1. Spurious patterns
Many of the GT time series from Germany showed a sudden break in

January 2011 and January 2016. According to Google (2018a), at both
times there were updates of Google's data recording process. Fig. 6
shows that both breaks are clearly visible in the average of all time
series.

The worldwide GT data did not show any break in 2011, but many
of these series had a significant downward trend until 2013 and also a
break in January 2016. According to Google (2018a) the change in data
recording in 2011 was only due to an improvement of the localization
of search volume. Therefore, it does not affect the worldwide search
volume recording since the collection of data is not restricted to a
specific region. Fig. 7 shows that the downward trend and the shift are
clearly visible in the average of all time series.

The difference between Figs. 6 and 7 is remarkable for the following
reason: Both graphs represent search volume for the same queries and
because the biggest share of tourism in Germany is domestic (79% in
2017 according to Destatis (2017)), it is very unlikely that the volume
of tourism-related queries originating from outside Germany can

Fig. 6. Average of the 269 GT time series from Germany. The first dashed line
correspond to Google's improvement of the localization of search volume. The
second dashed line corresponds to the change of Google's data recording pro-
cess.

Fig. 7. Average of the 269 worldwide GT time series. The dashed line corre-
sponds to the update in Google's data recording process.
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explain such big differences. More plausible is that the difference be-
tween both graphs is due to factors unrelated to the actual search vo-
lume.

In the context of forecasting, a question about these spurious pat-
terns is whether they are related to the respective target variable and
therefore informative for forecasting or whether there is another ex-
planation. The fact that several different GT time series share common
patterns suggests that there is a hidden relationship between these time
series. A plausible explanation for such hidden relationships can be
found in the GT index representation.

According to Google (2018b) GT data is generated in the following
way: Given a query i, a geographical region r, a frequency1 and a time
period t, an index is calculated. For each time point, the number qi r t, , of
hits matching the query is divided by the total number of searches Qr t,
within the region. The resulting time series is multiplied by a constant ci
which forces the maximum of the series to be 100.

= ⋅g c
q
Qi r t i

i r t

r t
, ,

, ,

, (1)

However, as stated in Google (2018c) the results are only estimates
from Google using a sampling method, which is why they depend on the
day the data is collected. To account for this fact, each GT time series
for the empirical study of this paper was collected at five different
times, and the average was taken as suggested by Stephens-Davidowitz
and Varian (2014).

As stated by Stephens-Davidowitz and Varian (2014) the index for a
query is set to zero, if the number of hits matching that query is below a
certain threshold. To account for this fact, equation (1) would need to
be adjusted. But because (1) is only used to illustrate that GT time series
from the same region share the same denominator this simplified re-
presentation is used.

4.1.2. Common disturbance factors
Similar downward trends of different GT time series from the same

region can be explained by an increase of the denominator in equation
(1) while there is no similar increase in the numerator. This could either
be due to a change of the user population or a change of the populations
search behavior. Ficetola (2013) argues that in the past mostly aca-
demics and computer scientists used the internet, while now it is
adopted in the whole population of most countries.

With regard to the data collected, a plausible explanation for the
downward trend in the worldwide GT data (see Fig. 7) would be that
Google's user population outside Germany has grown at a higher rate
than inside Germany. Since it seems likely that the majority of search
volume for the chosen queries originates from within Germany, such
difference in growth of the user population would lead to a faster in-
crease of the denominator in equation (1) than in the numerator and
hence cause a downward trend. This would also explain why there is no
similar downward trend for the German GT data (see Fig. 6).

According to Google (2018a) in January 2011 Google's collection of
regional search volume data changed and in January 2016 Google
changed the general data recording process. This is a plausible ex-
planation for the breaks in 2011 and 2016. Considering representation
(1) it could be argued that these changes in data recording affect the
numerator as well as the denominator for each GT time series.

For GT data gi r t, , which is used to forecast a target variable yt, factors
that are unrelated to yt but affect the denominator of representation (1)
will be denoted common disturbance factors in this paper. It will be
argued that the spurious patterns (downward trend and breaks) are, to a
large extent, caused by common disturbance factors.

In the context of predictive modeling the phenomenon of these

common patterns indicates the possibility of concept drift: i.e. the re-
lationship between input and target variables changes with time. A
temporary downward trend or shift in the input variable, which is
unrelated to the target variable, could be a cause for such concept drift.
This has two implications:

On the one hand, this raises doubt about the reliability of predictive
models based on the GT data. Even if the models prove to be accurate
on a short test sample, the possibility of concept drift in the long run
should be taken into consideration when assessing their usefulness.

On the other hand, the fact that several different GT time series
share similar patterns and the possibility that representation (1) yields a
mathematical explanation for these patterns could lead to a better un-
derstanding of them. Furthermore, it might help to reduce the impact of
such factors and, as a consequence, reduce the problem of concept drift.

The main innovation of the paper lies in a firm analysis of the
spurious patterns (downward trends and breaks in 2011 and 2016) and
the collection of empirical evidence that their negative impact on
forecasts can be reduced by GT data modification.

It could be argued that the problems resulting from the spurious
patterns are not relevant for the future use of GT since the spurious
patterns are only visible until 2016. But in regards of the technological
development it seems unlikely not to expect dramatic changes in po-
pulations search behavior in the following years and as the example of
the downward trend shows, such changes influence any individual GT
time series. Therefore, the greatest value of the paper should perhaps be
seen in the contribution to a better understanding of the mechanisms
that influence GT data. Such understanding could be helpful for the
future use of GT. Since previous research has already shown that GT
data can be a valuable predictor of tourism demand, a better under-
standing of the potential problems and how to deal with them can lead
to more reliable and accurate predictions.

4.2. Tourism demand data

As noted by Song and Li (2008) tourist arrivals are the most widely
used measure for tourism demand in the forecasting literature and were
therefore chosen as the target variable in this study. The monthly
tourist arrival data2 in the period between January 2009 and August
2017 was collected from the Federal Statistical Office of Germany.

For a meaningful comparison of methods, forecasts should be made
on as many arrival time series as possible. The German tourist arrival
data is disaggregated into more than 100 distinct tourism regions. Each
region for which appropriate query data was found (see 5.2.1) was
included into the forecasting competition.

Data until August 2015 was used as a training sample, the re-
maining two years’ data constituted the test sample.

5. Empirical methodology

5.1. GT data modification

Given GT time series …g g, ,r t N r t1, , , , for the same region, it is possible
to remove the influence of the general search behavior in that region,
which is contained in the denominator of the index representation, via
division by the average of all GT time series:

=
∑

g
g

g
¯i r t

i r t

N j j r t
, ,

, ,
1

, , (2)

1 The user has to specify a time period from which the GT data should be
collected. If the period is longer than 5 years, monthly data is provided. For
shorter periods weekly data is supplied.

2 The data was not available in time series form. Instead, the respective
version of the monthly survey with the arrival numbers of each tourism region
had to be downloaded for each month between 2009 and 2017. These numbers
were joined afterwards according to the name of each tourism region. Only
regions with complete data between 2009 and 2017 were included in the study.
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=
∑

c

c

i
q
Q

N j j
q

Q
1

i r t

r t
j r t

r t

, ,

,
, ,

, (3)

=
∑

c q

c q
i i r t

N j j j r t

, ,
1

, , (4)

The possibility to eliminate the denominator Qr t, in such a way is
already discussed by Siliverstovs and Wochner (2018). The resulting
modified data is called average divided in the following.

Average division replaces the denominator Qr t, with ∑ c qN j j j r t
1

, , .
Even though this removes undesired influences fromQr t, on the index, it
is doubtful whether the new denominator has better properties than the
original one. Considering the case where …g g, ,r t N r t1, , , , are tourism re-
lated, three potential problems arise in representation (4).

(1) The time series ∑ c qN j j j r t
1

, , has a strong seasonal variation as a result
of the idiosyncratic seasonal variations of each individual time
series. This common seasonality would be included in each in-
dividual time series ḡi r t, , .

(2) Due to the reduced number of query time series in the new de-
nominator, there is an increased impact of outliers from the in-
dividual time series qj r t, , .

(3) There could be an overall increase/decrease in g r t1, , , …, gN r t, , due to
overall tourism developments. Dividing by ∑ gN j j r t

1
, , would remove

this information.

To overcome issues (1) and (2) the individual GT time series g r t1, , ,
…, gN r t, , could be divided by the trend of ∑ gN j j r t

1
, , instead of average

division. The trend was calculated by seasonal and trend decomposition
using Loess as described by Cleveland, Cleveland, and Terpenning
(1990).

GT time series modified in this way can be represented by

=
∑( )

g
F c

ĩ r t

c q
Q

j j
q

Q t

, , 1
269

i i r t

r t

j r t

r t

, ,

,

, ,

, (5)

where F is an operator that extracts the trend of a time series. GT time
series modified by the division of the average trend are called trend
divided in the following.

The main goal of this paper is to compare the original GT data with
modified GT data regarding the informational value for predictions.
Therefore, we applied the above described modification methods to the
German GT data as well as to the worldwide GT data. This made three
versions of German GT data and three versions of worldwide GT data
for each keyword: original, average divided and trend divided.

5.2. Tourism demand forecasting competition

In section 4 it was shown that the GT data collected shows spurious
patterns and it was argued that these patterns originate from common
disturbance factors. As a possible consequence, the occurrence of con-
cept drift for forecasting was mentioned.

In this chapter, the idea that common disturbance factors might
cause concept drift and that GT data modification as described in 5.1
could help to reduce this effect is taken up. The comparison of the out-
of-sample fit between models using the original GT data and models
using modified GT data is a way to evaluate the effect of the data
modification. If forecasts using the modified GT data are superior to the
ones made on the original GT data, this provides evidence for the as-
sumption of common disturbance factors and concept drift.

As stated in section 2.1 forecasts are made for tourist arrivals in
month t by using past arrival data until month −t 1 combined with GT
data up to month t. Forecasts for a longer horizon are not made.

To generate meaningful results, forecasts needed to be made on a

large number of datasets. Since comparisons involving GT based fore-
casts is only possible on regions for which appropriate GT data was
found, the effort was taken to collect as many tourism-related search
terms as possible. Due to the large number of data sets finally included
in the empirical study, the comparison of forecasts should be classified
as a forecasting competition according to Chatfield (2000, p. 157–158).

5.2.1. GT data selection
In section 4.1 it was described how 269 search terms were selected.

But it was not discussed whether the respective GT data is suitable to
make predictions. The value of GT data for forecasting can only be
evaluated for appropriately chosen queries. Otherwise, the “garbage in,
garbage out” principle would make comparisons with pure time series
methods pointless.

Whether a GT time series is suitable as a predictor can best be
evaluated in the context of building dynamic linear models. In
Appendix B pre-whitened cross-correlation is described as a method to
identify the lag order of the input variable in a dynamic linear model.
The key idea of pre-whitened cross-correlation is to measure the linear
relationship between (lags of) the input variable and the output vari-
able, conditional on the historical data of the output variable. Ac-
cording to Hamilton (1994, p. 557–562) this helps to overcome the
problem of spurious regression.

The strongest relationship between GT data and the arrival data was
expected to be contemporaneous. Siliverstovs and Wochner (2018)
argue that the travel planning process involves multiple stages and that
different tourists execute the first stages at different times. The last
stage involves the acquisition of location-specific information and is
performed by the majority of tourists in a short period prior to de-
parture. This is why the strongest information of location-specific GT
queries on monthly arrivals is contemporaneous. Visual comparison of
the GT data collected with the arrival data confirmed this.

Since it was argued that the linear relationship between the GT data
and the arrival data could be evaluated by pre-whitened cross-corre-
lation and that the strongest relationship should be contemporary, the
pre-whitened cross-correlation at lag 0 was chosen as a measure for the
suitability of GT data for forecasting.

As argued above, a selection was necessary to ensure a meaningful
comparison with pure time series methods. However, the selection of
GT data should be made without using the test set, because otherwise it
could be argued that selection in favor of the GT based models took
place. Therefore, the empirical pre-whitened cross-correlation was only
calculated on the training set.

Finally, it had to be considered that for the German GT data as well
as for the worldwide GT data, three different versions (original, average
divided, trend divided) had to be compared. Queries were included in
the competition if at least two of the three versions3 had a positive and
significant pre-whitened cross-correlation at 5% level (see Appendix
B.2). According to this procedure, 58 German GT time series and 49
worldwide GT time series were selected.

5.2.2. Forecasting models
A large number of forecasting models had to be estimated: For each

of the 49 queries for the German GT data and the 58 queries of the
worldwide GT data three different GT based models had to be estimated
(according to the three versions of GT data). In addition, seasonal
ARIMA models (SARIMA) needed to be estimated for each selected
tourism region (see 6.1). This made a total of 356 models, the estima-
tion of which required an automatized model building algorithm.

3 Since the different versions of GT data needed to be compared, for each
query either none or all versions needed to be selected. The decision to include
queries if two of the three versions had positive, significant pre-whitened cross-
correlation was made to have a criterion which is neither too restrictive nor too
weak.
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Athanasopoulos, Hyndman, Song, and Wu (2011) perform a tourism
demand forecasting competition with automatized time series model
selection. Therefore, this paper was taken as a reference.

In the following, the models used in the competition are described.
The notation of Box and Jenkins (1976) is used. B denotes the backward
shift operator = −By yt t 1. The polynomials ϕ B B( ), Φ( )12 and ψ B B( ), Ψ( )12

represent the autoregressive and moving average operators respec-
tively. A detailed introduction of SARIMA and dynamic linear models
can be found in Box and Jenkins (1976) and will not be given in this
paper.

5.2.2.1. SARIMA models. Due to a change in data recording by the
German Federal Office of Statistics in 2012, a level shift <1t 2012 was
included as an intervention variable.4 This lead to the specification

− − = + − − +<B B y c γ B B
B
B

ψ B
ϕ B

ε(1 ) (1 ) (1 ) (1 )1
Ψ( )
Φ( )

( )
( )

d
t

d
t t

12 12
2012

12

12

with =c 0 for =d 1 and ∼ε WNt . The models were fitted using
conditional sum of squares.

The procedure for the identification of the orders for
ϕ B B ψ B B( ), Φ( ), ( ), Ψ( )12 12 and the order of differencing d is described in
Appendix B. The algorithm is similar to the one used for automatized
SARIMA model building in Athanasopoulos et al. (2011).

5.2.2.2. GT based DLM's. With the level shift <1t 2012
4 and the

coefficients of the (lagged) GT data, the DLM's were of the form

∑

− − = + − −

+ − − +

<

−

B B y c γ B B

a B B g
B
B

ψ B
ϕ B

ε

(1 ) (1 ) (1 ) (1 )1

(1 ) (1 )
Ψ( )
Φ( )

( )
( )

d
t

d
t

k
k

d
t k t

12 12
2012

12
12

12

with =c 0 if =d 1 and ∼ε WNt . The models were fitted using
conditional sum of squares.

The model identification consisted of three aspects. The lag order
selection of the input GT data was made using the empirical pre-whi-
tened cross-correlation (see Appendix B.2) between the GT data and the
arrivals. It was assumed that tourists usually plan their holidays only a
limited number of month ahead which is why little signal was expected
in GT data with a lag order higher than 6. Therefore contemporaneous
and lags of GT data (up to six months) were included if their empirical
pre-whitened cross-correlation with the arrival data was positive and
significant at a 5% level (see Appendix B.2).

The identification of the order of differencing d along with the order
selection of ϕ B B ψ B( ), Φ( ), ( )12 and BΨ( )12 is described in Appendix B.

5.2.3. Forecast evaluation
There are several different error metrics that could be applied to

compare different forecasting methods, and for tourism demand fore-
casting it is not clear which one is the most appropriate. However, in
this paper forecasts across time series of different scale are compared.
Therefore, scale-independence of the error metric is a natural require-
ment. E.g. a scale-dependent error metric like the mean square error
would give relatively more weight to the most frequently visited
tourism regions.

Since the different error metrics might yield different results re-
garding the relative performance of the methods, two different error
metrics were used:
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Here T is the length of the time series, and N is the length of the in-
sample period. ŷt denotes the forecast at point t. The mean absolute
percentage error (MAPE) is one of the most commonly used measures in
tourism demand forecasting according to Song and Li (2008). In con-
trast, the mean absolute scaled error (MASE), suggested by Hyndman
and Koehler (2006), is less widespread but overcomes several dis-
advantages of the MAPE (like a deficiency in the case =y 0t ) and has a
natural interpretation as a comparison to the seasonal naive forecast.

To compare forecasts of two different methods on one time series
Diebold and Mariano (2002) derive an asymptotic test statistic in the
following way: For a loss function L (in this paper = −L y y y y( , ˆ ) | ˆ |t t t t ) a
time series is defined by = −d L y y L y y( , ˆ ) ( , ˆ )t t t t t1, 1, 2, 2, . The null hy-
pothesis of equal performance =E d[ ] 0t can be tested using the statistic

d

V d

¯

ˆ ( ¯ )
t

t
1/2 . Several of the GT based tourism demand forecasting studies in

section 2.1 use the Diebold-Mariano test for comparison.
In the forecasting competition, the number of time series where one

method performed superior over another was calculated. Section 6.1
presents comparisons of each GT based model against the SARIMA
models. In section 6.2 the DLM's using the original data are compared
with the ones using trend divided GT data.

6. Results

6.1. The informational value of GT data

The first question regarding the performance of the forecasting
methods is whether the use of GT data leads to improved forecasts in
comparison with methods based solely on historical data.

For 33 tourism regions queries were found, such that the German
GT data met the criterion described in section 5.2.1. For the worldwide
GT data, 35 regions were found such that the criterion was passed.

Because for some regions there were multiple possible queries, for
each of these queries a model was fitted. Only the model with the
lowest in-sample MAPE was used to make forecasts for the region.

The results of Tables 1 and 2 show that the seasonal naive forecast is
significantly outperformed by all other methods. Furthermore all GT
based methods are superior to the SARIMA forecasts which can be seen
from the Diebold-Mariano test results as well as from the MAPE and
MASE. For the models based on German trend divided GT data MAPE
and MASE are in average 14.8% and 10.8% lower than for the SARIMA
forecasts. For the international data, the improvement is 9.1% and 7.7%
respectively.5

In summary, the results clearly indicate a positive informational
value of the GT data in the forecasting competition. The best results
were achieved by using trend divided GT data.

6.2. The effect of GT data modification

The second and most significant research question is whether the
data modification described in 5.1 leads to improved GT based forecasts
compared with the original GT data.

The results of section 6.1 indicate a positive effect of trend division
but the forecasts using the average divided GT data did in general not
perform better than the forecasts using the original data. Therefore, the
following analysis is restricted to the comparison of the trend divided
GT data with the original GT data.

4 Until January 2012 each German accommodation provider with the capa-
city to host at least 9 people (3 for campsites) had to report the monthly arrivals
of tourists. Due to EU law, reporting was only required in case of capacity for at
least 10 people (also for camp sites) afterwards. However, the effect of this
change on the forecasting results was considered limited since no apparent
breaks were visible in the arrival data.

5 The percentages were calculated according to
−errororig errortrend

errororig
.
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In contrast to the situation in 6.1, tourism regions were included in
the competition multiple times when there were multiple possible
queries. This was done because each participating method generates
different forecasts in one region according to the query data used (in
contrast to methods solely based on tourist data). Therefore, for the
comparison using the German GT data 58 time series were used and for
the comparison of worldwide GT data, 49 time series were included.

Tables 3 and 4 show the results of a forecasting competition be-
tween the DLM's using unmodified GT data and the DLM's that use trend
divided GT data. For the German GT data as well as for the worldwide
GT data DLM's using trend divided GT data outperformed their coun-
terparts using unmodified GT data. For the German GT data, the MAPE
and MASE are in average 6.1% and 5.8% lower for the models based on
trend divided GT data respectively. For the worldwide GT data, the
improvement is 2.5% and 3.2% respectively.5

7. Conclusion

First, for a large number of German holiday regions, it was ex-
amined whether the use of GT data is helpful for predicting tourist
arrivals. The benefit of GT data was clearly proven. However, con-
temporaneous GT data was used in this study, therefore decision-ma-
kers could not use these forecasts to prepare or to anticipate the ar-
riving number of tourists. The benefit of such forecasts is to provide
quick estimates of tourist numbers 2–4 weeks before the official num-
bers arrive. As a possible extension of this approach, it could be eval-
uated whether accurate predictions could be made using the first two
weeks instead of the aggregated GT data for the whole month. This was
already successfully done by Choi and Varian (2012) for target region
Hong Kong. Such an approach would generate estimates 4–6 weeks
before official numbers arrive.

Second and most importantly, this paper aims at a firm analysis of
the spurious patterns in GT data. In section 2 it was shown that GT time
series for several unrelated search terms exhibit these patterns (down-
ward trend and breaks in 2011 and 2016). The concept of “common
disturbance factors” was described in section 4. It was argued that
common disturbance factors might be the reason for the spurious pat-
terns and that they could cause concept drift in forecasting models
using GT data. To test this hypothesis and to evaluate whether GT data
modification by mean division or trend division could help to reduce a
possible negative impact on forecasts, predictions based on the original
GT data were compared with predictions based on the two types of
modified GT data. The forecasts using the trend divided GT data were
slightly superior to the ones using the original data. This is in line with
the assumption of common disturbance factors and the implication that
trend division could reduce the negative impact on forecasting.

From the analysis of the spurious patterns, consequences for the use
of GT for the prediction of tourism in particular, as well as for the use of
GT data in general can be derived. Regarding tourism demand fore-
casting there is a number of studies were GT data from Germany is used
as a predictor (Camacho & Pacce, 2017; García Rodríguez, 2017;
Zeynalov, 2017; Önder, 2017). Accordingly forecasts of these studies
are likely affected by spurious patterns and trend division might lead to
improved forecasts. To give a more general impression of the effects of
spurious patterns, it has been shown that authors of some previous
studies may have been misled by these patterns: The downward trend
and the following rise in 2011 of the GT index for category “real estate”
(see Fig. 1) could be explained by common disturbance factors rather
then by its relationship to the real estate market as assumed by Wu and
Brynjolfsson (2015). Arguing that the downward trend for the search
term “environment” in Fig. 2 is due to decreasing interest towards
environmental topics as claimed by Mccallum and Bury (2013) is also
questionable regarding the analysis performed in this paper.

Once clear evidence has been provided of the potential problems
with the use of GT data, the question naturally arises as to what extend

Table 1
Comparison of forecasting results for DLM's using German GT data against
SARIMA and seasonal naive forecasts.

naive12 sarima gt_orig gt_mean gt_trend

mean MAPE 7.04% 6.41% 5.92% 5.99% 5.46%
median MAPE 6.94% 5.85% 5.36% 5.68% 5.11%
mean MASE 1.191 1.023 0.973 0.979 0.912
median MASE 1.193 0.994 0.903 0.945 0.901
DM against SARIMA / / 11/5 10/4 14/1

The results are based on forecasts for 33 tourism regions. gt_orig stands for the
DLM using unmodified GT data. gt_mean and gt_trend denote the DLM's using
mean and trend divided GT data respectively. DM against SARIMA counts how
often the method in the respective column outperformed/was outperformed by
the SARIMA forecasts according to the Diebold-Mariano test at 5% significance
level.

Table 2
Comparison of forecasting results for DLM's using worldwide GT data against
SARIMA and seasonal naive forecasts.

naive12 sarima gt_orig gt_mean gt_trend

mean MAPE 6.77% 6.28% 5.86% 5.81% 5.71%
median MAPE 6.51% 5.85% 5.43% 5.27% 5.34%
mean MASE 1.113 0.986 0.936 0.931 0.910
median MASE 1.126 0.974 0.911 0.889 0.860
DM against SARIMA / / 8/1 8/0 9/1

The results are based on forecasts for 35 tourism regions. gt_orig stands for the
DLM using unmodified GT data. gt_mean and gt_trend denote the DLM's using
mean and trend divided GT data respectively. DM against SARIMA counts how
often the method in the respective column outperformed/was outperformed by
the SARIMA forecasts according to the Diebold-Mariano test at 5% significance
level.

Table 3
Comparison of forecasting results for DLM's using trend divided German GT
data against DLM's using original GT data.

gt_orig gt_trend

mean MAPE 6.06% 5.69%
median MAPE 5.93% 5.37%
mean MASE 0.955 0.900
median MASE 0.900 0.877
DM against gt_orig / 16/7

The results are based on forecasts for 58 pairs g y( , )t t of GT time series and the
corresponding arrival time series. gt_orig stands for the DLM using unmodified
GT data. gt_trend denote the DLM's using trend divided GT data. DM against
gt_orig counts how often the model in the respective column outperformed/was
outperformed by the DLM using unmodified GT data according to the Diebold-
Mariano test at 5% significance level.

Table 4
Comparison of forecasting results for DLM's using trend divided worldwide GT
data against DLM's using original GT data.

gt_orig gt_trend

mean MAPE 5.89% 5.74%
median MAPE 5.61% 5.34%
mean MASE 0.914 0.885
median MASE 0.910 0.837
DM against gt_orig / 18/6

The results are based on forecasts for 49 pairs g y( , )t t of GT time series and the
corresponding arrival time series. gt_orig stands for the DLM using unmodified
GT data. gt_trend denote the DLM's using trend divided GT data. DM against
gt_orig counts how often the model in the respective column outperformed/was
outperformed by the DLM using unmodified GT data according to the Diebold-
Mariano test at 5% significance level.

B. Bokelmann and S. Lessmann Tourism Management 75 (2019) 1–12

8



trend division offers a solution. Although trend division is likely to
reduce the impact of spurious patterns in many cases, the method is not
sufficient to solve the problem completely. On the one hand, it requires
the selection of a large number of appropriate queries for the calcula-
tion of the trend. This might in general not be so straightforward as in
the forecasting setting of this paper. On the other hand, trend division
might include its own disturbance into the GT data as discussed in 5.1
and besides that most likely does not remove the spurious patterns

completely. For the latter statement the reader is referred to Appendix
A. Therefore, rather than in providing a guide on how to fix problems in
the GT data, the main contribution of this paper should be seen in
broadening the understanding of challenges regarding the use of GT
data. To use the full potential of the powerful data source Google
Trends and to avoid being trapped by the inherent challenges regarding
the use of GT data, a better understanding of the data source is ne-
cessary.

Appendix A. Quantitative analysis of common disturbance factors

In the previous parts of the paper, spurious patterns were identified visually and the effect of data modification was evaluated by the analysis of
the forecasting results. For a more comprehensive approach towards handling the problem of spurious patterns and common disturbance factors, it
would be helpful to have a quantitative measure to identify common disturbance factors and to evaluate the effect of data modification.

The key idea for the definition of such a measure is that GT time series g r t1, , , …, gN r t, , from the same region behave similarly whenever there is a
big change in the common denominator Qr t, . E.g. if Qr t, strongly increases most of the time series g r t1, , , …, gN r t, , should decrease at a similar rate.
Therefore, common disturbance factors are related to a “high similarity” between the time series.

To quantitatively evaluate where time series behave distinctively similar, a dissimilarity measure has to be defined.

Appendix A.1Definition of the dissimilarity Dt
l

In the following y( )t denotes a time series while yt stands for the value of y( )t at time t. This distinction in the notation is necessary for a better
understanding of the following definitions.

First, it should be noted that GT time series are in general non-stationary. Therefore, the means and variances of the individual time series can
change with time, potentially leading them to drift apart or together in the long run. This behavior should preferably not influence the dissimilarity
defined. Considering the time series within a restricted interval I and standardizing each time series within this interval reduces the effect of non-
stationarity.

Let SI denote the operator for standardizing within an interval. S y( )I
i t, stands for the time series y( )i t, in the interval I after standardizing in I. The
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The variation between time series in the interval I is measured by
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where d denotes the Euclidean distance.
After specifying a length l, for each point t (with at least l neighbors to the left and right) the dissimilarity Dt

l at point t is defined by

= − +D D:t
l t l t l[ , ] (A.4)

The dissimilarity measure depends on the length l. The lower l is chosen, the less the impact of non-stationarity on the result. However, for a very
small l long-lasting common disturbance factors might not be detected.

Appendix A.2Application of the dissimilarity measure on the GT data

The dissimilarity measure was applied to the GT data collected. Because the GT time series share a similar seasonality, seasonal adjustment
needed to be performed first. Otherwise, there would have been low dissimilarity at certain months solely due to the seasonality. Seasonal ad-
justment was performed by Seasonal and Trend Decomposition using Loess. Seasonality was specified as additive for all GT time series.

Figures A.8 and A.9 show the dissimilarity for all versions of GT data from Germany and worldwide. For the original German GT data, there is a
marked slump around January 2011 and a less significant but visible slump around January 2016. The worldwide original GT data shows a slump
between 2009 and 2013 and a more significant slump around January 2016. The spurious patterns visible in the averaged GT data (see Figs. 6 and 7)
seem to be the most likely explanation for the slumps in dissimilarity. The fact that the slumps start and end approximately 12 months before/after
2011 and 2016 can be explained by choice of =l 12.

For the trend-divided time series, there are similar slumps as in the original GT data. But these are far less significant. The average divided GT
data has a constantly lower dissimilarity than the two other versions and does not show any significant slumps.

To give an explanation for the results, the representations of the three GT versions from section 5.1 are considered again: The original GT data
…g g g, , ,r t r t r t1, , 2, , 269, , can be represented by
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The average divided GT data …g g g¯ , ¯ , , ¯r t r t r t1, , 2, , 269, , has the representation
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And the trend divided GT data …g g g˜ , ˜ , , ˜r t r t r t1, , 2, , 269, , has the representation
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The fact that the average divided GT data does not show slumps at the times of the spurious patterns could be explained by the fact that there is
no Qr t, in representation A.6. This would also explain why the slumps did not completely vanish for the trend divided GT data: The operator F might
remove some variation from ∑ cj j

q

Q
1

269
j r t

r t

, ,

,
which is due to the effect of common disturbance factors on Qr t, . This is why a part of the effect of the

common disturbance factors on the numerator c q
Q
i i r t

r t

, ,

,
is not removed by the trend division and leads to the remaining distinct similarity.

Appendix A.3The utility of the dissimilarity measure

According to the above discussion the potential utility of the dissimilarity is twofold: On the one hand, it provides a method to detect common
disturbance factors.

On the other hand, the effect of GT data modification methods can be evaluated. For example, Figs. A.8 and A.9 indicate that trend division leaves
parts of the effect which is attributed to common disturbance factors. However, this does not mean that the goal of GT data modification should be to
achieve the highest dissimilarity. As discussed in section 5.1 the GT data could, for example, have a common upward trend due to an overall increase
of tourism in Germany. Removal of this trend would likely lead to higher dissimilarity but probably not improve the value of the GT data as a
predictor. The results of the tourism demand forecasting competition show that, despite the higher dissimilarity, forecasts based on the average
divided GT data are inferior to the ones based on trend divided GT data.

Fig. A.8. Representation of Dt
12 for the German GT data.

Fig. A.9. Representation of Dt
12 for the worldwide GT data.

Appendix B. Model identification

The SARIMA models, as well as the GT based dynamic linear models, can both be written as

∑− = + − + − +< −B y c γ B a B g N(1 ) (1 )1 (1 )t t
k

k t k t
12 12

2012
12

(B.1)
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with a seasonal ARIMA process Nt, such that − = ∼B N ε WN(1 )B
B

ϕ B
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12

12 .
In case of the SARIMA models, the coefficients ak are set to 0. Thus only Nt needs to be specified, which corresponds to the identification of the

orders p q P, , and Q of the polynomials ϕ B ψ B B( ), ( ), Φ( )12 and BΨ( )12 along with the order of integration d. For the GT based DLM's the input lag
order needs to be specified in addition to the specification of Nt. In the following the order selection procedure for Nt is described. For the GT based
DLM's the procedure requires that the input lag order is already selected. The according procedure for the input lag order selection is described in
Appendix B.2.

Appendix B.1SARIMA order selection

The SARIMA order p d q P D Q( , , )( , , ) to represent Nt is selected in the following way:

(1) =D 0 per default since equation (B.1) is already in seasonal differences.
(2) OLS regression is performed for equation (B.1) with =c 0 to calculate the residuals N( ˆ )t
(3) A Kwiatkowski–Phillips–Schmidt–Shin unit root test is applied to N( ˆ )t . If the null hypothesis of trend stationarity is rejected at a 5% level d is set

to 1.
(4) From this point on, different models for Nt are specified and estimated. To start, the following SARIMA orders are chosen: (2,d, 2) (1,0,1), (0,d, 0)

(0,0,0), (1,d, 0) (1,0,0) and (0,d, 1) (0,0,1). The model with the smallest AIC value becomes the tentative model.
(5) Up to thirteen models with the orders p,q,P,Q close (± 1) to the ones from the tentative model are fitted. If a model with a smaller AIC than the

tentative model is found, it becomes the new tentative model and step 5 starts again. If this is not the case, the tentative model becomes the final
model.

This method is described in Athanasopoulos et al. (2011). The algorithm for the SARIMA order selection is implemented in the auto.arima
function from Hyndman and Khandakar (2008).

Appendix B.2Input lag order selection

Pre-whitened cross-correlation can best be described in the context of dynamic linear modeling where one needs to decide whether certain lags
of gt should be included in the model because they have an influence on yt . Due to possibly similar auto-correlation structure of gt and yt, the classical
Pearson correlation coefficient can be misleading when a measure of the linear relationship is required. This phenomenon is known as “spurious
regression” and described in Hamilton (1994, p. 557–562). Pre-whitened cross-correlation overcomes this issue by removing the shared auto-
correlation structure.

Under the assumption that gt is a SARIMA process, there exists an operator F fulfilling =Fg εt t where εt is white noise. The pre-whitened cross-
correlation between gt and yt at lag k is given as

−cor Fg Fy( , )t k t (B.2)

As proven by Box and Jenkins (1976, p. 379–382) the pre-whitened cross-correlation at lag k corresponds to ak in representation B.1 Therefore
the empirical pre-whitened cross-correlation can be used to identify the input lag order in a dynamic linear model.

It can further be shown that if the pre-whitened cross-correlation of gt and yt at lag k is zero, the empirical pre-whitened cross-correlation is
asymptotically normally distributed with standard deviation − −T k( ) 1

2 (Box & Jenkins, 1976, pp. 379–382).
Note that the derived distribution only holds under the assumption that F is known in advance and really fulfills ∼Fg WNt . In practice F is

unknown, and an approximate SARIMA model for gt needs to be specified from which only estimates of the innovations ε̂t can be obtained. In this
paper the algorithm from Appendix B.1 was applied to estimate a SARIMA model for each GT time series gi t, . The residuals of the estimated model are
used as estimates for Fgt.
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